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Online Convex Optimization (OCO)

for t = 1, 2, . . . , T do

Learner selects xt from convex bodyK ⊂ Rd (K: feasible set)

Environment reveals convex loss function ft : K → R (often bounded & Lipschitz)
Learner incurs loss ft(xt) and observes ∇ft(xt) (or ft)

Learner’s Goal: Minimize the (pseudo-)regret RT = maxx∈K E
[∑T

t=1 ft(xt)−
∑T

t=1 ft(x)
]
.

The optimal decision x? is defined as x? ∈ arg minx∈K E[
∑T

t=1 ft(x)].

When loss function ft is a linear function, i.e., ft(·) = 〈gt, ·〉 for some gt ∈ Rd, this problem is called

online linear optimization (OLO).

Lower Bound and Fast Rates for Curved Losses

Online Gradient Descent (OGD), xt+1← ΠK(xt − ηt∇ft(xt)), achieves RT = O(
√

T ) for Lipschitz
continuous ft (Zinkevich, 2003).

The O(
√

T ) bound cannot be improved in general (Hazan et al., 2007).

However, this lower bound can be circumvented when the loss functions are curved! (Hazan et al.,

2007)

Definition (strongly convex and exp-concave functions)

A function f : K → (−∞,∞] is α-strongly convex (w.r.t. a norm ‖·‖) if for all x, y ∈ K ,

f (y) ≥ f (x) + 〈∇f (x), y − x〉 + α

2
‖x− y‖2 .

A function f : K → (−∞,∞] is β-exp-concave if exp(−βf (x)) is concave.

OGD with ηt = Θ(1/t) → RT = O( 1
α log T ) for α-strongly convex losses

Online Newton Step (ONS) → RT = O(d
β log T ) regret β-exp-concave losses

Q. Any other conditions under which we can circumvent the Ω(
√

T ) lower bound?

Exploiting the Curvature of Feasible Sets

Definition (strongly convex sets)

A convex bodyK is λ-strongly convex w.r.t. a norm ‖·‖ if

∀x, y ∈ K, ∀θ ∈ [0, 1] θx + (1− θ)y + θ(1− θ)λ
2
‖x− y‖2 · B‖·‖ ⊆ K .

x
K

B
(
θx+ (1− θ)y, θ(1− θ) λ

2 ‖x− y‖2
)

y

Examples:

`p-balls for p ∈ (1, 2]
Level set {x : f (x) ≤ r}
for a strongly convex and smooth function f : Rd→ R

Theorem (Huang, Lattimore, György, and Szepesvári, 2017)

In online linear optimization over λ-strongly convex sets, Follow-the-Leader (FTL), xt ∈
arg minx∈K

∑t−1
s=1〈gs, x〉, achieves (for G-Lipschitz losses)

RT = O

(
G2

λL
log T

)
if there exists L > 0 such that ‖g1 + · · · + gt‖? ≥ tL for all t ∈ [T ] (growth condition).

This upper bound matches their lower bound.

Adaptive Learning Rate in the Literature

Use empirical
::::::::::::::::
stability (zs)t−1

s=1 and worst-case penalty terms hmax ≥ maxt ht
e.g., AdaGrad (McMahan and Streeter, 2010; Duchi et al., 2011), first-order algorithms (Abernethy et al., 2012)

1/βt =
√
const/(const +

∑t−1
s=1 zs)

Use empirical penalty (hs)t−1
s=1 and worst-case ::::::::::::::::

stability terms zmax ≥ maxt ht
for best-of-both-worlds bounds e.g., (Ito et al., 2022a; Tsuchiya et al., 2023a)

β1 > 0 , βt+1 = βt + const/
√
const +

∑t−1
s=1 hs+1

Use both empirical
:::::::::::::::::
stability and penalty (Tsuchiya et al., 2023c; Jin et al., 2023; Ito et al.,

2024) for data-dependent bounds and best-of-both-worlds bounds

Almost all adaptive learning rates are for problems with a minimax regret of Θ(
√

T )
↔ Limited investigation into problems with a minimax regret of Θ(T 2/3)

Research Questions

Some of the existing algorithms

1. are only applicable to online linear optimization (→ cannot leverage the curvature of loss functions)

2. can suffer a large regret when some ideal conditions (e.g., the growth condition) are not satisfied
3. requires curvature over the entire boundary of the feasible set

Research Questions

1. Can we resolve these three limitations?

2. Are there any other characterizations of feasible sets for which we can achieve fast rates?

Sphere-enclosed Sets: A New Characterization of Feasible Sets

Definition (sphere-enclosed sets)

Let K ⊂ Rd be a convex body, u ∈ bd(K), and f : K → R. Then, convex body K is (ρ, u, f)-
sphere-enclosed if there exists a ball B(c, ρ) with c ∈ Rd and ρ > 0 satisfying
1. u ∈ bd(B(c, ρ))
2. K ⊆ B(c, ρ)
3. there exists k > 0 such that u + k∇f (u) = c

x
K

∇f(x)

K

z

∇f(y)

∇f(z)y

Figure 1. Examples of sphere-enclosed sets
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Figure 2. Fig for proof

Main Result (1): Fast Rate over Sphere-enclosed Sets

Stochastic Environment: f1, f2, · · · ∼ D, f◦ = Ef∼D[f ], and x? = arg minx∈K f◦(x)
Adversarial Environment: f1, f2, . . . are fully adversarial

Theorem

Consider online convex optimization. Suppose that K is (ρ, x?, f◦)-sphere-enclosed and that
∇f◦(x?) 6= 0. Then, there exists an algorithm (MetaGrad or universal online learning algorithm

by van Erven and Koolen 2016) such that

RT = O

(
G2ρ

‖∇f◦(x?)‖2
log T

)
in stochastic environments

and RT = O(GD
√

T ) in adversarial environments. (D: diam of K , G: Lipschitzness of ft)

Matches the lower bound in Huang et al. (2017)

Benefits of our bound:

1. Can achieve the O(log T ) regret if the boundary of K is curved around the optimal decision

x? or x? in on corners

2. Can handle convex loss functions and thus the curvature of loss functions (e.g., strong

convexity or exp-concavity) can be simultaneously exploited

3. Can achieve O(
√

T ) regret even in the worst-case scenarios

Limitation: Achieve fast rates only in stochastic environments

→ Our bounds can be extended to corrupted stochastic environments with optimal guarantees!

(omitted)

Q. Any other condition for which we can achieve fast rates? →uniformly convex sets!

Proof Sketch

In stochastic environments, the regret is bounded from below by

RT = E

 T∑
t=1

(f◦(xt)− f◦(x?))

 ≥ E

 T∑
t=1
〈∇f◦(x?), xt − x?〉

 (convexity of f◦)

≥E

 T∑
t=1

γ?‖xt − x?‖22

 for some γ? > 0 (sphere-enclosedness of K)

The universal online learning algorithms achieve

RT . E


√√√√ T∑

t=1
‖xt − x?‖22 log T

 .

Combining upper and lower bounds of regret and Jensen’s inequality,

RT .

√√√√√E

 T∑
t=1
‖xt − x?‖22

 log T − γ?E

 T∑
t=1
‖xt − x?‖22

 .
ax−bx2≤a2/(4b)

log T

γ?
.

[Check ≥] Consider a ball facing at x? (see the left figure):

BK
γ = B

(
x? + 1

2γ∇f◦(x?) , 1
2γ‖∇f◦(x?)‖2

)
⊆ Rd

Observation: z ∈ BK
γ is equivalent to 〈∇f◦(x?), z − x?〉 ≥ γ‖z − x?‖22.

From the (ρ, x?, f◦)-sphere-enclosedness of K , there exists γ > 0 so that K ⊆ BK
γ , and thus

〈∇f◦(x?), xt − x?〉 ≥ γ‖xt − x?‖22 .

One can set γ? to γ? = sup{γ ≥ 0 : K ⊆ BK
γ }.

(Since K is (ρ, x?, f◦)-sphere-enclosing, γ? satisfies γ? <∞ and 1
2γ?
‖∇f◦(x?)‖ = ρ.)

Main Result (2): Faster Rates over Uniformly Convex Sets

Definition (uniformly convex sets)

A convex bodyK is (κ, q)-uniformly convex w.r.t. a norm ‖·‖ (or q-uniformly convex) if

∀x, y ∈ K, ∀θ ∈ [0, 1] θx + (1− θ)y + θ(1− θ)κ
2
‖x− y‖q · B‖·‖ ⊆ K .

Examples: `p-balls for p ∈ (1,∞), (κ, 2)-uniformly convex set is κ-strongly convex

Theorem

Consider online convex optimization. Suppose that K is (κ, q)-uniformly convex and that
∇f◦(x?) 6= 0. Then, there exists an algorithm such that

RT = O

 G
q

q−1

(κ‖∇f◦(x?)‖?)
1

q−1
T

q−2
2(q−1)(log T )

q
2(q−1)

 in stochastic environments

and RT = O(GD
√

T ) in adversarial environments. (D: diam of K , G: Lipschitzness of ft)

Becomes O(log T ) when q = 2 and Õ(
√

T ) s, thus interpolating between the bound over the
strongly convex sets and non-curved feasible sets

Strictly better than the O
(

T
q−2
q−1
)
bound, which can be achieved by FTL and becomes smaller

than O(
√

T ) only when q ∈ (2, 3), in Kerdreux, d’Aspremont, and Pokutta (2021a).

References

Yasin Abbasi-Yadkori, Dávid Pál, and Csaba Szepesvári. Improved algorithms for linear stochastic bandits. In Advances in Neural Information

Processing Systems, volume 24, pages 2312–2320, 2011.

Jacob D Abernethy, Elad Hazan, and Alexander Rakhlin. Competing in the dark: An efficient algorithm for bandit linear optimization. In The

21st Annual Conference on Learning Theory, pages 263–274, 2008.

Jacob D. Abernethy, Elad Hazan, and Alexander Rakhlin. Interior-point methods for full-information and bandit online learning. IEEE

Transactions on Information Theory, 58(7):4164–4175, 2012.

Jacob D Abernethy, Chansoo Lee, and Ambuj Tewari. Fighting bandits with a new kind of smoothness. In Advances in Neural Information

Processing Systems, volume 28, pages 2197–2205, 2015.

Alekh Agarwal, Daniel Hsu, Satyen Kale, John Langford, Lihong Li, and Robert Schapire. Taming the monster: A fast and simple algorithm for

contextual bandits. In Proceedings of the 31st International Conference on Machine Learning, volume 32 of Proceedings of Machine Learning

Research, pages 1638–1646. PMLR, 2014. URL https://proceedings.mlr.press/v32/agarwalb14.html.

Shipra Agrawal and Navin Goyal. Analysis of Thompson sampling for the multi-armed bandit problem. In the 25th Annual Conference on

Learning Theory, volume 23, pages 39.1–39.26, 2012.

Shipra Agrawal and Navin Goyal. Further optimal regret bounds for Thompson sampling. In the Sixteenth International Conference on Artificial

Intelligence and Statistics, volume 31, pages 99–107, 2013a.

Shipra Agrawal and Navin Goyal. Thompson sampling for contextual bandits with linear payoffs. In the 30th International Conference on

Machine Learning, volume 28, pages 127–135, 2013b.

Chamy Allenberg, Peter Auer, László Györfi, and György Ottucsák. Hannan consistency in on-line learning in case of unbounded losses under

partial monitoring. In José L. Balcázar, Philip M. Long, and Frank Stephan, editors, Algorithmic Learning Theory, pages 229–243, 2006.

Noga Alon, Nicolò Cesa-Bianchi, Ofer Dekel, and Tomer Koren. Online learning with feedback graphs: Beyond bandits. In Proceedings of The

28th Conference on Learning Theory, volume 40, pages 23–35, 2015.

Yoann Altmann, Steve McLaughlin, and Nicolas Dobigeon. Sampling from a multivariate gaussian distribution truncated on a simplex: A

review. In 2014 IEEE Workshop on Statistical Signal Processing, pages 113–116, 2014.

Idan Amir, Idan Attias, Tomer Koren, Yishay Mansour, and Roi Livni. Prediction with corrupted expert advice. In Advances in Neural Information

Processing Systems, volume 33, pages 14315–14325, 2020.

Idan Amir, Guy Azov, Tomer Koren, and Roi Livni. Better best of both worlds bounds for bandits with switching costs. In Advances in Neural

Information Processing Systems, volume 35, pages 15800–15810, 2022.

Venkatachalam Anantharam, Pravin Varaiya, and Jean Walrand. Asymptotically efficient allocation rules for the multiarmed bandit problem

with multiple plays-part i: I.I.D. rewards. IEEE Transactions on Automatic Control, 32(11):968–976, 1987.

Jean-Yves Audibert and Sébastien Bubeck. Minimax policies for adversarial and stochastic bandits. In Conference on Learning Theory, volume 7,

pages 1–122, 2009.

Jean-Yves Audibert, Rémi Munos, and Csaba Szepesvári. Tuning bandit algorithms in stochastic environments. In Algorithmic Learning Theory,

pages 150–165, 2007.

Jean-Yves Audibert, Sébastien Bubeck, and Rémi Munos. Best arm identification in multi-armed bandits. In The 23rd Conference on Learning

Theory, pages 41–53, 2010.

Jean-Yves Audibert, Sébastien Bubeck, and Gábor Lugosi. Regret in online combinatorial optimization. Mathematics of Operations Research, 39

(1):31–45, 2014.

Peter Auer. Using confidence bounds for exploitation-exploration trade-offs. Journal of Machine Learning Research, 3(Nov):397–422, 2002.

Peter Auer and Chao-Kai Chiang. An algorithm with nearly optimal pseudo-regret for both stochastic and adversarial bandits. In 29th Annual

Conference on Learning Theory, volume 49, pages 116–120, 2016.

Peter Auer, Nicolò Cesa-Bianchi, and Paul Fischer. Finite-time analysis of the multiarmed bandit problem. Machine Learning, 47(2–3):235–256,

2002a.

Peter Auer, Nicoló Cesa-Bianchi, Yoav Freund, and Robert E Schapire. The nonstochastic multiarmed bandit problem. SIAM Journal on

Computing, 32(1):48–77, 2002b.

Orly Avner, Shie Mannor, and Ohad Shamir. Decoupling exploration and exploitation in multi-armed bandits. pages 409–416, 2012.

Gábor Bartók. A near-optimal algorithm for finite partial-monitoring games against adversarial opponents. In Proceedings of the 26th Annual

Conference on Learning Theory, volume 30, pages 696–710, 2013.

Gábor Bartók and Csaba Szepesvári. Partial monitoring with side information. In Algorithmic Learning Theory, pages 305–319. Springer Berlin

Heidelberg, 2012.

Gábor Bartók, Dávid Pál, and Csaba Szepesvári. Toward a classification of finite partial-monitoring games. In Algorithmic Learning Theory,

pages 224–238, 2010.

Gábor Bartók, Dávid Pál, and Csaba Szepesvári. Minimax regret of finite partial-monitoring games in stochastic environments. In Proceedings

of the 24th Annual Conference on Learning Theory, volume 19, pages 133–154, 2011.

Gábor Bartók, Navid Zolghadr, and Csaba Szepesvári. An adaptive algorithm for finite stochastic partial monitoring. In the 29th International

Conference on Machine Learning, pages 1–20, 2012.

Mohsen Bayati, Nima Hamidi, Ramesh Johari, and Khashayar Khosravi. Unreasonable effectiveness of greedy algorithms in multi-armed

bandit with many arms. In Advances in Neural Information Processing Systems, volume 33, pages 1713–1723, 2020. URL https:
//proceedings.neurips.cc/paper/2020/file/12d16adf4a9355513f9d574b76087a08-Paper.pdf.

O. Binette. A note on reverse pinsker inequalities. IEEE Transactions on Information Theory, 65(7):4094–4096, 2019.

Avrim Blum, Vijay Kumar, Atri Rudra, and Felix Wu. Online learning in online auctions. Theoretical Computer Science, 324(2):137–146, 2004.

Ilija Bogunovic, Andreas Krause, and Jonathan Scarlett. Corruption-tolerant gaussian process bandit optimization. In Proceedings of the Twenty

Third International Conference on Artificial Intelligence and Statistics, volume 108, pages 1071–1081, 2020.

Stephen P Boyd and Lieven Vandenberghe. Convex optimization. Cambridge university press, 2004.

Sébastien Bubeck and Aleksandrs Slivkins. The best of both worlds: Stochastic and adversarial bandits. In Proceedings of the 25th Annual

Conference on Learning Theory, volume 23, pages 42.1–42.23, 2012.

Sébastien Bubeck, Rémi Munos, and Gilles Stoltz. Pure exploration in multi-armed bandits problems. In Ricard Gavaldà, Gábor Lugosi, Thomas

Zeugmann, and Sandra Zilles, editors, Algorithmic Learning Theory, pages 23–37, 2009.

Sébastien Bubeck, Michael Cohen, and Yuanzhi Li. Sparsity, variance and curvature in multi-armed bandits. In Proceedings of Algorithmic

Learning Theory, volume 83, pages 111–127, 2018.

Sébastien Bubeck, Yuanzhi Li, Haipeng Luo, and Chen-Yu Wei. Improved path-length regret bounds for bandits. In Proceedings of the

Thirty-Second Conference on Learning Theory, volume 99, pages 508–528, 2019a.

Sébastien Bubeck, Yuanzhi Li, Haipeng Luo, and Chen-Yu Wei. Improved path-length regret bounds for bandits. In Conference on Learning

Theory, pages 508–528, 2019b.

Sébastien Bubeck and Nicolò Cesa-Bianchi. Regret analysis of stochastic and nonstochastic multi-armed bandit problems. Foundations and

Trends® in Machine Learning, 5(1):1–122, 2012. URL http://dx.doi.org/10.1561/2200000024.

Sébastien Bubeck, Nicoló Cesa-Bianchi, and Sham M. Kakade. Towards minimax policies for online linear optimization with bandit feedback.

In Proceedings of the 25th Annual Conference on Learning Theory, volume 23, pages 41.1–41.14, 2012.

Apostolos N Burnetas and Michael N Katehakis. Optimal adaptive policies for sequential allocation problems. Advances in Applied Mathematics,

17(2):122–142, 1996.

Emmanuel J Candes and Yaniv Plan. Matrix completion with noise. Proceedings of the IEEE, 98(6):925–936, 2010.

Olivier Cappé, Aurélien Garivier, Odalric-Ambrym Maillard, Rémi Munos, and Gilles Stoltz. Kullback-leibler upper confidence bounds for

optimal sequential allocation. The Annals of Statistics, pages 1516–1541, 2013.

Stéphane Caron, Branislav Kveton, Marc Lelarge, and Smriti Bhagat. Leveraging side observations in stochastic bandits. In Proceedings of the

Twenty-Eighth Conference on Uncertainty in Artificial Intelligence, pages 142–151, 2012.

Alexandra Carpentier and Andrea Locatelli. Tight (lower) bounds for the fixed budget best arm identification bandit problem. In 29th Annual

Conference on Learning Theory, volume 49, pages 590–604, 2016.

George Casella, Christian P. Robert, and Martin T. Wells. Generalized accept-reject sampling schemes, volume 45 of Lecture Notes–Monograph

Series, pages 342–347. Institute of Mathematical Statistics, 2004.

Nicolo Cesa-Bianchi and Gábor Lugosi. Prediction, learning, and games. Cambridge university press, 2006.

Nicolò Cesa-Bianchi and Gábor Lugosi. Combinatorial bandits. Journal of Computer and System Sciences, 78(5):1404–1422, 2012. JCSS

Special Issue: Cloud Computing 2011.

Nicolò Cesa-Bianchi, Gábor Lugosi, and Gilles Stoltz. Minimizing regret with label efficient prediction. IEEE Transactions on Information Theory,

51(6):2152–2162, 2005.

Nicolò Cesa-Bianchi, Gábor Lugosi, and Gilles Stoltz. Regret minimization under partial monitoring. Mathematics of Operations Research, 31(3):

562–580, 2006.

Sougata Chaudhuri and Ambuj Tewari. Online learning to rank with top-k feedback. Journal of Machine Learning Research, 18(103):1–50, 2017.

Cheng Chen, Canzhe Zhao, and Shuai Li. Simultaneously learning stochastic and adversarial bandits under the position-based model.

Proceedings of the AAAI Conference on Artificial Intelligence, 36(6):6202–6210, 2022a.

Houshuang Chen, zengfeng Huang, Shuai Li, and Chihao Zhang. Understanding bandits with graph feedback. In Advances in Neural Information

Processing Systems, volume 34, pages 24659–24669, 2021.

Wei Chen, Yajun Wang, and Yang Yuan. Combinatorial multi-armed bandit: General framework and applications. In Proceedings of the 30th

International Conference on Machine Learning, volume 28, pages 151–159, 2013.

Xiaowei Chen, Jiawei Xue, Zengxiang Lei, Xinwu Qian, and Satish V. Ukkusuri. Online eco-routing for electric vehicles using combinatorial

multi-armed bandit with estimated covariance. Transportation Research Part D: Transport and Environment, 111:103447, 2022b.

Chao-Kai Chiang, Chia-Jung Lee, and Chi-Jen Lu. Beating bandits in gradually evolving worlds. In Proceedings of the 26th Annual Conference on

Learning Theory, volume 30, pages 210–227, 2013.

Wei Chu, Lihong Li, Lev Reyzin, and Robert Schapire. Contextual bandits with linear payoff functions. In Proceedings of the Fourteenth

International Conference on Artificial Intelligence and Statistics, volume 15, pages 208–214, 2011.

Richard Combes, Stefan Magureanu, and Alexandre Proutiere. Minimal exploration in structured stochastic bandits. In Advances in Neural

Information Processing Systems 30, pages 1763–1771. 2017.

Cyrille W. Combettes and Sebastian Pokutta. Revisiting the approximate carathéodory problem via the frank-wolfe algorithm. Mathematical

Programming, Nov 2021. URL https://doi.org/10.1007/s10107-021-01735-x.

Varsha Dani, Thomas P. Hayes, and Sham M. Kakade. Stochastic linear optimization under bandit feedback. In 21st Annual Conference on

Learning Theory, pages 355–366, 2008a.

Varsha Dani, Thomas P. Hayes, and Sham M Kakade. Stochastic linear optimization under bandit feedback. In The 21st Annual Conference on

Learning Theory, volume 2, pages 355–366, 2008b.

Chris Dann, Chen-Yu Wei, and Julian Zimmert. A blackbox approach to best of both worlds in bandits and beyond. In Proceedings of Thirty

Sixth Conference on Learning Theory, volume 195, pages 5503–5570, 2023.

Steven de Rooij, Tim van Erven, Peter D. Grünwald, and Wouter M. Koolen. Follow the leader if you can, hedge if you must. Journal of

Machine Learning Research, 15(37):1281–1316, 2014.

Rémy Degenne and Vianney Perchet. Combinatorial semi-bandit with known covariance. In Advances in Neural Information Processing Systems,

volume 29, pages 2972–2980, 2016.

Rémy Degenne, Han Shao, and Wouter Koolen. Structure adaptive algorithms for stochastic bandits. In Proceedings of the 37th International

Conference on Machine Learning, volume 119, pages 2443–2452, 13–18 Jul 2020.

Jonas Degrave, Federico Felici, Jonas Buchli, Michael Neunert, Brendan Tracey, Francesco Carpanese, Timo Ewalds, Roland Hafner, Abbas

Abdolmaleki, Diego de Las Casas, et al. Magnetic control of tokamak plasmas through deep reinforcement learning. Nature, 602(7897):

414–419, 2022.

Ofer Dekel, Ambuj Tewari, and Raman Arora. Online bandit learning against an adaptive adversary: from regret to policy regret. In Proceedings

of the 29th International Conference on Machine Learning, pages 1747–1754, 2012.

Ofer Dekel, Jian Ding, Tomer Koren, and Yuval Peres. Bandits with switching costs: T 2/3 regret. In Proceedings of the Forty-Sixth Annual ACM

Symposium on Theory of Computing, pages 459–467, 2014.

Ofer Dekel, Arthur Flajolet, Nika Haghtalab, and Patrick Jaillet. Online learning with a hint. In Advances in Neural Information Processing Systems,

volume 30, pages 5299–5308, 2017.

Vladimir F. Demyanov and Aleksandr M. Rubinov. Approximate methods in optimization problems. Elsevier Publishing Company, 1970.

John Duchi, Elad Hazan, and Yoram Singer. Adaptive subgradient methods for online learning and stochastic optimization. Journal of Machine

Learning Research, 12(61):2121–2159, 2011.

Joseph C. Dunn. Rates of convergence for conditional gradient algorithms near singular and nonsingular extremals. SIAM Journal on Control

and Optimization, 17(2):187–211, 1979.

Liad Erez and Tomer Koren. Towards best-of-all-worlds online learning with feedback graphs. In Advances in Neural Information Processing

Systems, volume 34, pages 28511–28521, 2021.

Eyal Even-Dar, Shie Mannor, and Yishay Mansour. Pac bounds for multi-armed bandit and markov decision processes. In Jyrki Kivinen and

Robert H. Sloan, editors, Computational Learning Theory, pages 255–270, 2002.

Dean Foster and Alexander Rakhlin. No internal regret via neighborhood watch. In Proceedings of the Fifteenth International Conference on

Artificial Intelligence and Statistics, volume 22, pages 382–390, 2012.

Dylan Foster and Alexander Rakhlin. Beyond UCB: Optimal and efficient contextual bandits with regression oracles. In Proceedings of the 37th

International Conference on Machine Learning, volume 119 of Proceedings of Machine Learning Research, pages 3199–3210. PMLR, 2020.

URL https://proceedings.mlr.press/v119/foster20a.html.

Dylan J Foster, Zhiyuan Li, Thodoris Lykouris, Karthik Sridharan, and Eva Tardos. Learning in games: Robustness of fast convergence. In

Advances in Neural Information Processing Systems, volume 29, pages 4734–4742, 2016.

Dylan J Foster, Alexander Rakhlin, Ayush Sekhari, and Karthik Sridharan. On the complexity of adversarial decision making. In Advances in

Neural Information Processing Systems, volume 35, pages 35404–35417, 2022.

Yoav Freund and Robert E Schapire. A decision-theoretic generalization of on-line learning and an application to boosting. Journal of Computer

and System Sciences, 55(1):119–139, 1997.

Victor Gabillon, Mohammad Ghavamzadeh, and Alessandro Lazaric. Best arm identification: A unified approach to fixed budget and fixed

confidence. In Advances in Neural Information Processing Systems, volume 25, pages 3212–3220, 2012. URL https://proceedings.
neurips.cc/paper/2012/file/8b0d268963dd0cfb808aac48a549829f-Paper.pdf.

Yi Gai, Bhaskar Krishnamachari, and Rahul Jain. Combinatorial network optimization with unknown variables: Multi-armed bandits with linear

rewards and individual observations. IEEE/ACM Transactions on Networking, 20(5):1466–1478, 2012.

Pierre Gaillard, Gilles Stoltz, and Tim van Erven. A second-order bound with excess losses. In Proceedings of The 27th Conference on Learning

Theory, volume 35, pages 176–196, 2014.

Pratik Gajane and Tanguy Urvoy. Utility-based dueling bandits as a partial monitoring game. arXiv preprint arXiv:1507.02750, 2015.

Dan Garber and Elad Hazan. Faster rates for the Frank-Wolfe method over strongly-convex sets. In Proceedings of the 32nd International

Conference on Machine Learning, volume 37, pages 541–549, 2015.

Aurélien Garivier and Emilie Kaufmann. Optimal best arm identification with fixed confidence. In 29th Annual Conference on Learning Theory,

volume 49 of Proceedings of Machine Learning Research, pages 998–1027. PMLR, 2016. URL https://proceedings.mlr.press/v49/
garivier16a.html.

Sébastien Gerchinovitz, Pierre Ménard, and Gilles Stoltz. Fano’s Inequality for Random Variables. Statistical Science, 35(2):178 – 201, 2020.

doi: 10.1214/19-STS716. URL https://doi.org/10.1214/19-STS716.

Todd L Graves and Tze Leung Lai. Asymptotically efficient adaptive choice of control laws incontrolled markov chains. SIAM journal on control

and optimization, 35(3):715–743, 1997.

Anupam Gupta, Tomer Koren, and Kunal Talwar. Better algorithms for stochastic bandits with adversarial corruptions. In Proceedings of the

Thirty-Second Conference on Learning Theory, volume 99, pages 1562–1578, 2019.

András György, Tamás Linder, Gábor Lugosi, and György Ottucsák. The on-line shortest path problem under partial monitoring. Journal of

Machine Learning Research, 8(79):2369–2403, 2007.

Hédi Hadiji and Gilles Stoltz. Adaptation to the range in k-armed bandits, 2020. URL https://arxiv.org/abs/2006.03378.

Olof Hanner. On the uniform convexity of Lp and lp. Arkiv för Matematik, 3(3):239–244, 1956.

Botao Hao, Tor Lattimore, and Csaba Szepesvari. Adaptive exploration in linear contextual bandit. In Proceedings of the Twenty Third International

Conference on Artificial Intelligence and Statistics, volume 108, pages 3536–3545, 2020.

Elad Hazan and Satyen Kale. Better algorithms for benign bandits. Journal of Machine Learning Research, 12(4), 2011.

Elad Hazan and Satyen Kale. Online submodular minimization. Journal of Machine Learning Research, 13(93):2903–2922, 2012.

Elad Hazan, Amit Agarwal, and Satyen Kale. Logarithmic regret algorithms for online convex optimization. Machine Learning, 69:169–192,

2007.

Mark Herbster and Manfred K Warmuth. Tracking the best linear predictor. Journal of Machine Learning Research, 1:281–309, 2001.

William W Hogan. Point-to-set maps in mathematical programming. SIAM review, 15(3):591–603, 1973.

Junya Honda and Akimichi Takemura. An asymptotically optimal policy for finite support models in the multiarmed bandit problem. Machine

Learning, 85(3):361–391, 2011.

Junya Honda and Akimichi Takemura. Optimality of Thompson sampling for Gaussian bandits depends on priors. In the Seventeenth International

Conference on Artificial Intelligence and Statistics, volume 33, pages 375–383, 2014.

Junya Honda, Shinji Ito, and Taira Tsuchiya. Follow-the-Perturbed-Leader Achieves Best-of-Both-Worlds for Bandit Problems. In Proceedings

of The 34th International Conference on Algorithmic Learning Theory, volume 201, pages 726–754, 2023.

Jiatai Huang, Yan Dai, and Longbo Huang. Adaptive best-of-both-worlds algorithm for heavy-tailed multi-armed bandits. In Proceedings of the

39th International Conference on Machine Learning, volume 162, pages 9173–9200, 2022.

Ruitong Huang, Tor Lattimore, András György, and Csaba Szepesvári. Following the leader and fast rates in online linear prediction: Curved

constraint sets and other regularities. Journal of Machine Learning Research, 18(145):1–31, 2017.

Julian Ibarz, Jie Tan, Chelsea Finn, Mrinal Kalakrishnan, Peter Pastor, and Sergey Levine. How to train your robot with deep reinforcement

learning: lessons we have learned. The International Journal of Robotics Research, 40(4-5):698–721, 2021.

Shinji Ito. Hybrid regret bounds for combinatorial semi-bandits and adversarial linear bandits. In Advances in Neural Information Processing

Systems, volume 34, pages 2654–2667, 2021a.

Shinji Ito. On optimal robustness to adversarial corruption in online decision problems. In Advances in Neural Information Processing Systems,

volume 34, pages 7409–7420, 2021b.

Shinji Ito. Parameter-free multi-armed bandit algorithms with hybrid data-dependent regret bounds. In Proceedings of Thirty Fourth Conference

on Learning Theory, volume 134, pages 2552–2583, 2021c.

Shinji Ito. Revisiting online submodular minimization: Gap-dependent regret bounds, best of both worlds and adversarial robustness. In

Proceedings of the 39th International Conference on Machine Learning, volume 162, pages 9678–9694, 2022.

Shinji Ito and Kei Takemura. Best-of-three-worlds linear bandit algorithm with variance-adaptive regret bounds. In Proceedings of Thirty Sixth

Conference on Learning Theory, volume 195, pages 2653–2677, 2023a.

Shinji Ito and Kei Takemura. An exploration-by-optimization approach to best of both worlds in linear bandits. In Advances in Neural Information

Processing Systems, volume 36, 2023b.

Shinji Ito, Taira Tsuchiya, and Junya Honda. Nearly optimal best-of-both-worlds algorithms for online learning with feedback graphs. In

Advances in Neural Information Processing Systems, volume 35, pages 28631–28643, 2022a.

Shinji Ito, Taira Tsuchiya, and Junya Honda. Adversarially robust multi-armed bandit algorithm with variance-dependent regret bounds. In

Proceedings of Thirty Fifth Conference on Learning Theory, volume 178, pages 1421–1422, 2022b.

Shinji Ito, Taira Tsuchiya, and Junya Honda. Adaptive learning rate for follow-the-regularized-leader: Competitive analysis and best-of-both-

worlds. arXiv preprint arXiv:2403.00715, 2024.

Kevin Jamieson, Matthew Malloy, Robert Nowak, and Sébastien Bubeck. lil’ UCB : An optimal exploration algorithm for multi-armed bandits.

In The 27th Conference on Learning Theory, pages 423–439, 2014.

Tiancheng Jin and Haipeng Luo. Simultaneously learning stochastic and adversarial episodic MDPs with known transition. In Advances in

Neural Information Processing Systems, volume 33, pages 16557–16566, 2020.

Tiancheng Jin, Longbo Huang, and Haipeng Luo. The best of both worlds: stochastic and adversarial episodic MDPs with unknown transition.

In Advances in Neural Information Processing Systems, volume 34, pages 20491–20502, 2021.

Tiancheng Jin, Junyan Liu, and Haipeng Luo. Improved best-of-both-worlds guarantees for multi-armed bandits: FTRLwith general regularizers

and multiple optimal arms. In Advances in Neural Information Processing Systems, volume 36, pages 30918–30978, 2023.

Michel Journée, Yurii Nesterov, Peter Richtárik, and Rodolphe Sepulchre. Generalized power method for sparse principal component analysis.

Journal of Machine Learning Research, 11(15):517–553, 2010.

Zohar Karnin, Tomer Koren, and Oren Somekh. Almost optimal exploration in multi-armed bandits. In International Conference on Machine

Learning, Proceedings of Machine Learning Research, pages 1238–1246. PMLR, 2013. URL https://proceedings.mlr.press/v28/
karnin13.html.

Emilie Kaufmann, Nathaniel Korda, and Rémi Munos. Thompson sampling: An asymptotically optimal finite-time analysis. In Algorithmic

Learning Theory, pages 199–213, 2012a.

Emilie Kaufmann, Nathaniel Korda, and Rémi Munos. Thompson sampling: An asymptotically optimal finite-time analysis. In Algorithmic

Learning Theory, pages 199–213, 2012b.

Emilie Kaufmann, Olivier Cappé, and Aurélien Garivier. On the complexity of best-arm identification in multi-armed bandit models. Journal of

Machine Learning Research, 17(1):1–42, 2016. URL http://jmlr.org/papers/v17/kaufman16a.html.

Thomas Kerdreux, Alexandre d’Aspremont, and Sebastian Pokutta. Projection-free optimization on uniformly convex sets. In Proceedings of

The 24th International Conference on Artificial Intelligence and Statistics, volume 130, pages 19–27, 2021a.

Thomas Kerdreux, Christophe Roux, Alexandre d’Aspremont, and Sebastian Pokutta. Linear bandits on uniformly convex sets. Journal of

Machine Learning Research, 22(284):1–23, 2021b.

Johannes Kirschner, Tor Lattimore, and Andreas Krause. Information directed sampling for linear partial monitoring. In Proceedings of Thirty

Third Conference on Learning Theory, volume 125, pages 2328–2369, 2020.

Johannes Kirschner, Tor Lattimore, and Andreas Krause. Linear partial monitoring for sequential decision-making: Algorithms, regret bounds

and applications. arXiv preprint arXiv:2302.03683, 2023.

Robert Kleinberg and Tom Leighton. The value of knowing a demand curve: Bounds on regret for online posted-price auctions. In the 44th

Annual IEEE Symposium on Foundations of Computer Science, pages 594–605, 2003.

Jens Kober, J Andrew Bagnell, and Jan Peters. Reinforcement learning in robotics: A survey. The International Journal of Robotics Research, 32

(11):1238–1274, 2013.

Junpei Komiyama, Junya Honda, and Hiroshi Nakagawa. Regret lower bound and optimal algorithm in finite stochastic partial monitoring. In

Advances in Neural Information Processing Systems, volume 28, pages 1792–1800, 2015a.

Junpei Komiyama, Junya Honda, and Hiroshi Nakagawa. Optimal regret analysis of Thompson sampling in stochastic multi-armed bandit

problem with multiple plays. In Proceedings of the 32nd International Conference on Machine Learning, volume 37, pages 1152–1161, 2015b.

Junpei Komiyama, Junya Honda, and Akiko Takeda. Position-based multiple-play bandit problem with unknown position bias. In Advances in

Neural Information Processing Systems, volume 30, pages 4998–5008, 2017.

Fang Kong, Yichi Zhou, and Shuai Li. Simultaneously learning stochastic and adversarial bandits with general graph feedback. In Proceedings of

the 39th International Conference on Machine Learning, volume 162, pages 11473–11482, 2022.

Nathaniel Korda, Emilie Kaufmann, and Remi Munos. Thompson sampling for 1-dimensional exponential family bandits. In Advances in Neural

Information Processing Systems 26, pages 1448–1456, 2013.

Branislav Kveton, Zheng Wen, Azin Ashkan, and Csaba Szepesvari. Tight Regret Bounds for Stochastic Combinatorial Semi-Bandits. In

Proceedings of the Eighteenth International Conference on Artificial Intelligence and Statistics, volume 38, pages 535–543, 09–12 May 2015.

Joon Kwon and Vianney Perchet. Gains and losses are fundamentally different in regret minimization: The sparse case. Journal of Machine

Learning Research, 17(227):1–32, 2016.

Paul Lagrée, Claire Vernade, and Olivier Cappe. Multiple-play bandits in the position-based model. In Advances in Neural Information Processing

Systems, volume 29, pages 1597–1605, 2016.

T. L. Lai and Herbert Robbins. Asymptotically efficient adaptive allocation rules. Advances in Applied Mathematics, 6(1):4–22, 1985.

Tor Lattimore and Andras Gyorgy. Mirror descent and the information ratio. In Proceedings of Thirty Fourth Conference on Learning Theory,

volume 134, pages 2965–2992, 2021.

Tor Lattimore and Csaba Szepesvari. The End of Optimism? An Asymptotic Analysis of Finite-Armed Linear Bandits. In Proceedings of the 20th

International Conference on Artificial Intelligence and Statistics, volume 54, pages 728–737, 20–22 Apr 2017.

Tor Lattimore and Csaba Szepesvári. Cleaning up the neighborhood: A full classification for adversarial partial monitoring. In Proceedings of

the 30th International Conference on Algorithmic Learning Theory, volume 98, pages 529–556, 2019a.

Tor Lattimore and Csaba Szepesvári. An information-theoretic approach to minimax regret in partial monitoring. In the 32nd Annual Conference

on Learning Theory, volume 99, pages 2111–2139, 2019b.

Tor Lattimore and Csaba Szepesvári. An information-theoretic approach to minimax regret in partial monitoring. In Proceedings of the

Thirty-Second Conference on Learning Theory, volume 99, pages 2111–2139, 2019c.

Tor Lattimore and Csaba Szepesvári. Bandit algorithms. Cambridge University Press, 2020a.

Tor Lattimore and Csaba Szepesvári. Exploration by optimisation in partial monitoring. In Proceedings of Thirty Third Conference on Learning

Theory, volume 125, pages 2488–2515, 2020b.

Chung-Wei Lee, Haipeng Luo, and Mengxiao Zhang. A closer look at small-loss bounds for bandits with graph feedback. In Proceedings of

Thirty Third Conference on Learning Theory, volume 125, pages 2516–2564, 2020.

Chung-Wei Lee, Haipeng Luo, Chen-Yu Wei, Mengxiao Zhang, and Xiaojin Zhang. Achieving near instance-optimality and minimax-optimality

in stochastic and adversarial linear bandits simultaneously. In Proceedings of the 38th International Conference on Machine Learning, volume

139, pages 6142–6151, 2021.

Evgeny S. Levitin and Boris T. Polyak. Constrained minimization methods. USSR Computational Mathematics and Mathematical Physics, 6(5):

1–50, 1966.

Lihong Li, Wei Chu, John Langford, and Robert E. Schapire. A contextual-bandit approach to personalized news article recommendation. In

Proceedings of the 19th International Conference on World Wide Web, WWW ’10, page 661–670. Association for Computing Machinery,

2010. URL https://doi.org/10.1145/1772690.1772758.

Tian Lin, Bruno Abrahao, Robert Kleinberg, John Lui, and Wei Chen. Combinatorial partial monitoring game with linear feedback and its

applications. In Proceedings of the 31st International Conference on Machine Learning, volume 32, pages 901–909, 2014.

Nick Littlestone and Manfred K Warmuth. The weighted majority algorithm. Information and computation, 108(2):212–261, 1994.

Xutong Liu, Jinhang Zuo, Siwei Wang, Carlee Joe-Wong, John Lui, and Wei Chen. Batch-size independent regret bounds for combinatorial

semi-bandits with probabilistically triggered arms or independent arms. In Advances in Neural Information Processing Systems, volume 35,

pages 14904–14916, 2022.

Xiuyuan Lu and Benjamin Van Roy. Ensemble sampling. In Advances in Neural Information Processing Systems, volume 30, pages 3258–3266,

2017.

Haipeng Luo and Robert E. Schapire. Achieving all with no parameters: AdaNormalHedge. In Proceedings of The 28th Conference on Learning

Theory, volume 40, pages 1286–1304, 2015.

Haipeng Luo, Chen-Yu Wei, and Kai Zheng. Efficient online portfolio with logarithmic regret. In Advances in Neural Information Processing

Systems, volume 31, pages 8235–8245, 2018.

Thodoris Lykouris, Vahab Mirrokni, and Renato Paes Leme. Stochastic bandits robust to adversarial corruptions. In Proceedings of the 50th

Annual ACM SIGACT Symposium on Theory of Computing, pages 114–122, 2018.

Shie Mannor and Ohad Shamir. From bandits to experts: On the value of side-observations. In Advances in Neural Information Processing

Systems, volume 24, pages 684–692, 2011.

Shie Mannor and Nahum Shimkin. On-line learning with imperfect monitoring. In Learning Theory and Kernel Machines, pages 552–566.

Springer, 2003.

Shie Mannor, Vianney Perchet, and Gilles Stoltz. Set-valued approachability and online learning with partial monitoring. Journal of Machine

Learning Research, 15(94):3247–3295, 2014.

Saeed Masoudian and Yevgeny Seldin. Improved analysis of the Tsallis-INF algorithm in stochastically constrained adversarial bandits

and stochastic bandits with adversarial corruptions. In Proceedings of Thirty Fourth Conference on Learning Theory, volume 134, pages

3330–3350, 2021.

Saeed Masoudian, Julian Zimmert, and Yevgeny Seldin. A best-of-both-worlds algorithm for bandits with delayed feedback. In Advances in

Neural Information Processing Systems, volume 35, pages 11752–11762, 2022.

Brendan McMahan. Follow-the-regularized-leader and mirror descent: Equivalence theorems and L1 regularization. In Proceedings of the

Fourteenth International Conference on Artificial Intelligence and Statistics, volume 15, pages 525–533, 2011.

H. Brendan McMahan and Matthew J. Streeter. Adaptive bound optimization for online convex optimization. In The 23rd Conference on

Learning Theory, pages 244–256, 2010.

Nadav Merlis and Shie Mannor. Batch-size independent regret bounds for the combinatorial multi-armed bandit problem. In Proceedings of

the Thirty-Second Conference on Learning Theory, volume 99, pages 2465–2489, 2019.

Zakaria Mhammedi. Exploiting the curvature of feasible sets for faster projection-free online learning. arXiv preprint arXiv:2205.11470, 2022.

Volodymyr Mnih, Koray Kavukcuoglu, David Silver, Alex Graves, Ioannis Antonoglou, Daan Wierstra, and Martin Riedmiller. Playing atari with

deep reinforcement learning. arXiv preprint arXiv:1312.5602, 2013.

Marco Molinaro. Curvature of feasible sets in offline and online optimization. arXiv preprint arXiv:2002.03213, 2021.

Marco Molinaro. Strong convexity of feasible sets in off-line and online optimization. Mathematics of Operations Research, 48(2):865–884,

2022.

Jaouad Mourtada and Stéphane Gaïffas. On the optimality of the Hedge algorithm in the stochastic regime. Journal of Machine Learning

Research, 20(83):1–28, 2019.

Daniel B. Nelson. Arch models as diffusion approximations. Journal of Econometrics, 45(1):7–38, 1990. URL https://www.sciencedirect.
com/science/article/pii/0304407690900928.

Gergely Neu. First-order regret bounds for combinatorial semi-bandits. In Proceedings of The 28th Conference on Learning Theory, volume 40,

pages 1360–1375, 2015.

Gergely Neu and Gábor Bartók. An efficient algorithm for learning with semi-bandit feedback. In Algorithmic Learning Theory, pages 234–248,

2013.

OpenAI. OpenAI: Introducing ChatGPT, 2022. URL https://openai.com/blog/chatgpt.

OpenAI. Gpt-4 technical report, 2023.

Francesco Orabona. A modern introduction to online learning. arXiv preprint arXiv:1912.13213, 2019.

Francesco Orabona and Dávid Pál. Scale-free online learning. Theoretical Computer Science, 716:50–69, 2018. Special Issue on ALT 2015.

Aldo Pacchiano, Christoph Dann, and Claudio Gentile. Best of both worlds model selection. In Advances in Neural Information Processing

Systems, volume 35, pages 1883–1895, 2022.

Vianney Perchet. Approachability of convex sets in games with partial monitoring. Journal of Optimization Theory and Applications, 149(3):

665–677, 2011.

Pierre Perrault, Etienne Boursier, Michal Valko, and Vianney Perchet. Statistical efficiency of thompson sampling for combinatorial semi-bandits.

In Advances in Neural Information Processing Systems, volume 33, pages 5429–5440, 2020a.

Pierre Perrault, Michal Valko, and Vianney Perchet. Covariance-adapting algorithm for semi-bandits with application to sparse outcomes. In

Proceedings of Thirty Third Conference on Learning Theory, volume 125, pages 3152–3184, 2020b.

My Phan, Yasin Abbasi Yadkori, and Justin Domke. Thompson sampling and approximate inference. In Advances in Neural Information Processing

Systems, volume 32, pages 8804–8813, 2019.

Antonio Piccolboni and Christian Schindelhauer. Discrete prediction games with arbitrary feedback and loss (extended abstract). In

Computational Learning Theory, pages 208–223, 2001.

Roman Pogodin and Tor Lattimore. On first-order bounds, variance and gap-dependent bounds for adversarial bandits. In Proceedings of The

35th Uncertainty in Artificial Intelligence Conference, volume 115, pages 894–904, 2020.

Sudeep Raja Putta and Shipra Agrawal. Scale free adversarial multi armed bandits. CoRR, abs/2106.04700, 2021.

Sudeep Raja Putta and Shipra Agrawal. Scale-free adversarial multi armed bandits. In ALT, 2022.

Lijing Qin, Shouyuan Chen, and Xiaoyan Zhu. Contextual combinatorial bandit and its application on diversified online recommendation. In

Proceedings of the 2014 SIAM International Conference on Data Mining, pages 461–469, 2014.

Alexander Rakhlin and Karthik Sridharan. Online learning with predictable sequences. In Proceedings of the 26th Annual Conference on Learning

Theory, volume 30, pages 993–1019, 2013a.

Sasha Rakhlin and Karthik Sridharan. Optimization, learning, and games with predictable sequences. In Advances in Neural Information

Processing Systems, volume 26, pages 3066–3074, 2013b.

Chloé Rouyer and Yevgeny Seldin. Tsallis-INF for decoupled exploration and exploitation in multi-armed bandits. In Proceedings of Thirty Third

Conference on Learning Theory, volume 125, pages 3227–3249, 2020.

Chloé Rouyer, Yevgeny Seldin, and Nicolò Cesa-Bianchi. An algorithm for stochastic and adversarial bandits with switching costs. In Proceedings

of the 38th International Conference on Machine Learning, volume 139, pages 9127–9135, 2021.

Chloé Rouyer, Dirk van der Hoeven, Nicolò Cesa-Bianchi, and Yevgeny Seldin. A near-optimal best-of-both-worlds algorithm for online

learning with feedback graphs. In Advances in Neural Information Processing Systems, volume 35, pages 35035–35048, 2022.

Daniel Russo and Benjamin Van Roy. Learning to optimize via posterior sampling. Mathematics of Operations Research, 39(4):1221–1243,

2014.

Daniel Russo and Benjamin Van Roy. Learning to optimize via information-directed sampling. Operations Research, 66(1):230–252, 2018.

Daniel J. Russo, Benjamin Van Roy, Abbas Kazerouni, Ian Osband, and Zheng Wen. A tutorial on Thompson sampling. Foundations and Trends

in Machine Learning, 11(1):1–96, 2018.

Aldo Rustichini. Minimizing regret: The general case. Games and Economic Behavior, 29(1):224–243, 1999.

Sarah Sachs, Hedi Hadiji, Tim van Erven, and Cristóbal Guzmán. Between stochastic and adversarial online convex optimization: Improved

regret bounds via smoothness. In Advances in Neural Information Processing Systems, volume 35, pages 691–702, 2022.

Sarah Sachs, Hedi Hadiji, Tim van Erven, and Cristobal Guzman. Accelerated rates between stochastic and adversarial online convex

optimization. arXiv preprint arXiv:2303.03272, 2023.

Aadirupa Saha and Pierre Gaillard. Versatile dueling bandits: Best-of-both world analyses for learning from relative preferences. In Proceedings

of the 39th International Conference on Machine Learning, volume 162, pages 19011–19026, 2022.

Aadirupa Saha, Tomer Koren, and Yishay Mansour. Adversarial dueling bandits. In Proceedings of the 38th International Conference on Machine

Learning, volume 139, pages 9235–9244, 2021.

Alexander Schrijver. Theory of linear and integer programming. John Wiley & Sons, 1998.

Yevgeny Seldin and Gábor Lugosi. An improved parametrization and analysis of the EXP3++ algorithm for stochastic and adversarial bandits.

In Proceedings of the 2017 Conference on Learning Theory, volume 65, pages 1743–1759, 2017.

Yevgeny Seldin and Aleksandrs Slivkins. One practical algorithm for both stochastic and adversarial bandits. In Proceedings of the 31st

International Conference on Machine Learning, volume 32, pages 1287–1295, 2014.

Yevgeny Seldin, Peter Bartlett, Koby Crammer, and Yasin Abbasi-Yadkori. Prediction with limited advice and multiarmed bandits with paid

observations. In Proceedings of the 31st International Conference on Machine Learning, volume 32, pages 280–287, 2014.

David Silver, Aja Huang, Chris J Maddison, Arthur Guez, Laurent Sifre, George Van Den Driessche, Julian Schrittwieser, Ioannis Antonoglou,

Veda Panneershelvam, Marc Lanctot, et al. Mastering the game of go with deep neural networks and tree search. nature, 529(7587):

484–489, 2016.

David Silver, Thomas Hubert, Julian Schrittwieser, Ioannis Antonoglou, Matthew Lai, Arthur Guez, Marc Lanctot, Laurent Sifre, Dharshan

Kumaran, Thore Graepel, et al. A general reinforcement learning algorithm that masters chess, shogi, and go through self-play. Science,

362(6419):1140–1144, 2018.

Matthew Streeter and H Brendan McMahan. Less regret via online conditioning. arXiv preprint arXiv:1002.4862, 2010.

Tencent Inc. KDD Cup - 2012 track 2, Kaggle, 2012. URL https://www.kaggle.com/c/kddcup2012-track2.

Ambuj Tewari and Susan A. Murphy. From Ads to Interventions: Contextual Bandits in Mobile Health, pages 495–517. Springer International

Publishing, 2017.

William R Thompson. On the likelihood that one unknown probability exceeds another in view of the evidence of two samples. Biometrika, 25

(3-4):285–294, 12 1933.

Robert Tibshirani. Regression shrinkage and selection via the lasso. Journal of the Royal Statistical Society: Series B (Methodological), 58(1):

267–288, 1996.

Andrea Tirinzoni, Matteo Pirotta, Marcello Restelli, and Alessandro Lazaric. An asymptotically optimal primal-dual incremental algorithm for

contextual linear bandits. In Advances in Neural Information Processing Systems, volume 33, pages 1417–1427, 2020.

Constantino Tsallis. Possible generalization of Boltzmann-Gibbs statistics. Journal of statistical physics, 52:479–487, 1988.

Taira Tsuchiya, Junya Honda, and Masashi Sugiyama. Analysis and design of Thompson sampling for stochastic partial monitoring. In Advances

in Neural Information Processing Systems, volume 33, pages 8861–8871, 2020.

Taira Tsuchiya, Shinji Ito, and Junya Honda. Best-of-both-worlds algorithms for partial monitoring. In Proceedings of The 34th International

Conference on Algorithmic Learning Theory, pages 1484–1515, 2023a.

Taira Tsuchiya, Shinji Ito, and Junya Honda. Further adaptive best-of-both-worlds algorithm for combinatorial semi-bandits. In Proceedings of

the 26th International Conference on Artificial Intelligence and Statistics, pages 8117–8144, 2023b.

Taira Tsuchiya, Shinji Ito, and Junya Honda. Stability-penalty-adaptive follow-the-regularized-leader: Sparsity, game-dependency, and

best-of-both-worlds. In Advances in Neural Information Processing Systems, volume 36, 2023c.

Taira Tsuchiya, Shinji Ito, and Junya Honda. Exploration by optimization with hybrid regularizers: Logarithmic regret with adversarial robustness

in partial monitoring. arXiv preprint arXiv:2402.08321, 2024.

Taishi Uchiya, Atsuyoshi Nakamura, and Mineichi Kudo. Algorithms for adversarial bandit problems with multiple plays. In Algorithmic Learning

Theory, pages 375–389, 2010.

Umair ul Hassan and Edward Curry. Efficient task assignment for spatial crowdsourcing: A combinatorial fractional optimization approach

with semi-bandit learning. Expert Systems with Applications, 58:36–56, 2016.

Tim van Erven and Wouter M Koolen. MetaGrad: Multiple learning rates in online learning. In Advances in Neural Information Processing

Systems, volume 29, pages 3666–3674, 2016.

Tim van Erven, Wouter M. Koolen, and Dirk van der Hoeven. MetaGrad: Adaptation using multiple learning rates in online learning. Journal of

Machine Learning Research, 22(161):1–61, 2021.

Hastagiri P Vanchinathan, Gábor Bartók, and Andreas Krause. Efficient partial monitoring with prior information. In Advances in Neural

Information Processing Systems, volume 27, pages 1691–1699, 2014.

Daniel Vial, Sujay Sanghavi, Sanjay Shakkottai, and R. Srikant. Minimax regret for cascading bandits. In Advances in Neural Information Processing

Systems, volume 35, pages 29126–29138, 2022.

Vladimir Vovk. Aggregating strategies. In Proceedings of the Third Annual Workshop on Computational Learning Theory, pages 371–383, 1990.

Guanghui Wang, Shiyin Lu, and Lijun Zhang. Adaptivity and optimality: A universal algorithm for online convex optimization. In Proceedings of

The 35th Uncertainty in Artificial Intelligence Conference, volume 115, pages 659–668, 2020.

Siwei Wang and Wei Chen. Thompson sampling for combinatorial semi-bandits. In Proceedings of the 35th International Conference on Machine

Learning, volume 80, pages 5114–5122, 2018.

Chen-Yu Wei and Haipeng Luo. More adaptive algorithms for adversarial bandits. In Proceedings of the 31st Conference On Learning Theory,

volume 75, pages 1263–1291, 2018.

Chen-YuWei, Yi-Te Hong, and Chi-Jen Lu. Tracking the best expert in non-stationary stochastic environments. In Advances in Neural Information

Processing Systems, volume 29, pages 3972–3980, 2016.

Jeffrey M Wooldridge. Inverse probability weighted m-estimators for sample selection, attrition, and stratification. Portuguese economic

journal, 1(2):117–139, 2002.

Lijun Wu, Fei Tian, Tao Qin, Jianhuang Lai, and Tie-Yan Liu. A study of reinforcement learning for neural machine translation. In Proceedings of

the 2018 Conference on Empirical Methods in Natural Language Processing, pages 3612–3621, 2018.

Yu-Hu Yan, Peng Zhao, and Zhi-Hua Zhou. Universal online learning with gradient variations: A multi-layer online ensemble approach. In

Advances in Neural Information Processing Systems, volume 36, 2023.

Lijun Zhang, Guanghui Wang, Jinfeng Yi, and Tianbao Yang. A simple yet universal strategy for online convex optimization. In Proceedings of

the 39th International Conference on Machine Learning, volume 162, pages 26605–26623, 2022.

Kai Zheng, Haipeng Luo, Ilias Diakonikolas, and Liwei Wang. Equipping experts/bandits with long-term memory. In Advances in Neural

Information Processing Systems, volume 32, pages 5929–5939, 2019.

Alexander Zimin and Gergely Neu. Online learning in episodic Markovian decision processes by relative entropy policy search. In Advances in

Neural Information Processing Systems, volume 26, pages 1583–1591, 2013.

Julian Zimmert and Tor Lattimore. Connections between mirror descent, thompson sampling and the information ratio. In Advances in Neural

Information Processing Systems, pages 11973–11982, 2019.

Julian Zimmert and Yevgeny Seldin. An optimal algorithm for stochastic and adversarial bandits. In Proceedings of the Twenty-Second International

Conference on Artificial Intelligence and Statistics, volume 89, pages 467–475, 2019.

Julian Zimmert and Yevgeny Seldin. Tsallis-INF: An optimal algorithm for stochastic and adversarial bandits. Journal of Machine Learning

Research, 22(28):1–49, 2021.

Julian Zimmert, Haipeng Luo, and Chen-Yu Wei. Beating stochastic and adversarial semi-bandits optimally and simultaneously. In Proceedings

of the 36th International Conference on Machine Learning, volume 97, pages 7683–7692, 2019.

Martin Zinkevich. Online convex programming and generalized infinitesimal gradient ascent. In the Twentieth International Conference on

Machine Learning, pages 928–935, 2003.

https://proceedings.mlr.press/v32/agarwalb14.html
https://proceedings.neurips.cc/paper/2020/file/12d16adf4a9355513f9d574b76087a08-Paper.pdf
https://proceedings.neurips.cc/paper/2020/file/12d16adf4a9355513f9d574b76087a08-Paper.pdf
http://dx.doi.org/10.1561/2200000024
https://doi.org/10.1007/s10107-021-01735-x
https://proceedings.mlr.press/v119/foster20a.html
https://proceedings.neurips.cc/paper/2012/file/8b0d268963dd0cfb808aac48a549829f-Paper.pdf
https://proceedings.neurips.cc/paper/2012/file/8b0d268963dd0cfb808aac48a549829f-Paper.pdf
https://proceedings.mlr.press/v49/garivier16a.html
https://proceedings.mlr.press/v49/garivier16a.html
https://doi.org/10.1214/19-STS716
https://arxiv.org/abs/2006.03378
https://proceedings.mlr.press/v28/karnin13.html
https://proceedings.mlr.press/v28/karnin13.html
http://jmlr.org/papers/v17/kaufman16a.html
https://doi.org/10.1145/1772690.1772758
https://www.sciencedirect.com/science/article/pii/0304407690900928
https://www.sciencedirect.com/science/article/pii/0304407690900928
https://openai.com/blog/chatgpt
https://www.kaggle.com/c/kddcup2012-track2

	References

